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Abstract—The use of millimeter waves in wireless communication systems is expected to pave the way for solving the problem of spectrum scarcity currently experienced in lower frequencies, yet allowing for higher bit rates. However, impairments that are not of major concern in lower frequencies become relevant performance deterioration causes in the millimeter wave range, for instance the high signal attenuation and shadowing, as well as hardware-dependent impairments like phase noise, I-Q imbalance, and amplifier nonlinearities. In this tutorial article, the recent theory about these impairments are reviewed and applied to the development of models for assessing the performance of digital modulations in the millimeter wave range, under the separate and the joint effect of such impairments. The developed models are then used in the performance analysis of the $M$-ary frequency-shift keying (MFSK) modulation with non-coherent detection, and of the $M$-ary phase-shift keying (MPSK) and $M$-ary quadrature amplitude modulation (MQAM) with coherent detection. Simulation results bring out the different degrees of robustness of these modulations to the modeled impairments, highlighting the attractiveness of the MFSK and the MQAM.
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I. INTRODUCTION

The exponential growth in communications products and services experienced in the recent years is posing an unparalleled technological challenge to the development of new devices. Nonetheless, a given technology is not capable of supporting all the emerging needs, either due to its intrinsic hardware and systemic limitations, or due to the scarcity of some resource, for instance the radio-frequency (RF) spectrum.

It is estimated that in 2020 more than 50 billion devices will be connected through the fifth-generation (5G) data network [1]. In order to meet the demands for such a huge number of devices and higher data rates, 5G networks will probably take advantage of frequencies in the millimeter wave (mm-wave) range [2], i.e., 30-300 GHz, which is still mostly vacant. Given the large bandwidth available, the use of mm-wave potentially improves data rates up to gigabits per second, which is comparable with optical fiber transmissions [3]. However, wireless communications using mm-wave need to overcome significant hurdles before they become mainstream. Among these hurdles, it can be mentioned high path loss, shadowing, and hardware-dependent impairments. Hence, the adoption of the aforementioned frequencies significantly reduces the coverage reach when compared to microwave links (3-30 GHz). In [3], the authors report examples of point-to-point wireless links in which a microwave system operating at 23 GHz with the 256QAM modulation reached a distance of 3 km @ 1.4 Gbit/s, while another system using 70/80 GHz spectrum reached up to 1.9 km @ 3 Gbit/s using the 2PSK modulation. Thus, in the mm-wave range, it is expected that even smaller distances will be covered.

A. Related Work and Motivation

The hardware development of devices aimed to be employed in lower frequencies is less critical than the one aimed at operating in higher frequencies. Hence, intrinsic hardware imperfections can limit system operation in the mm-wave range. As an example, phase noise, I-Q imbalance (or I-Q mismatch), amplifier nonlinearity, besides thermal noise, have to be addressed on models to be used in mm-wave system design and assessment [2]–[4]. Furthermore, attenuations caused by blockage of the electromagnetic wave in this frequency range, combined with multipath fading and shadowing, will result in a formidable challenge to the development of such models.

To achieve the high operating frequencies required by mm-wave systems, a large frequency multiplication factor needs to be used in comparison to systems operating in lower frequencies, which results in larger oscillator phase noise variances. This large phase noise can become a bottleneck, since it causes rotation of the constellation symbols, affecting mainly the modulations with higher order [3].

On the other hand, it is known that relay stations are attractive solutions to extend the coverage of wireless systems by amplifying and retransmitting the incoming signals. Since it is desired that these stations have low-cost, their transceivers might have low quality, being prone to the above-mentioned impairments [1], [5]. For instance, in [5] the authors evaluate the impact of the I-Q imbalance and amplifier nonlinearity generated by relay transceivers. It is reported a performance ceiling whose effect becomes more pronounced as the quality of the components gets worse.

As far as the digital modulation schemes are concerned, it is likely that the well-known $M$-ary frequency-shift keying (MFSK), the $M$-ary phase-shift keying (MPSK) and the $M$-ary quadrature amplitude modulation (MQAM) will continue to be adopted in most of the upcoming systems. Contrasting with MPSK and MQAM, the increase of the modulation order $M$ for a fixed bit rate in MFSK results in a wider
bandwidth [6, pp. 432, 471]. Thus, the MFSK modulation is not a good choice to be used in frequency ranges that are already crowded. The application of the MFSK is nowadays restricted to narrowband systems, and to a few high capacity digital radio links. On the other hand, the use of the MFSK in the mm-wave range may be feasible due to the large amount of available spectrum.

Despite its low spectral efficiency, the MFSK modulation has a power efficiency that increases with $M$, that is, the bit error rate (BER) decreases as $M$ is increased, which is also opposite to what happens with MPSK and MQAM [6, p. 468]. Moreover, non-coherently detected MFSK has a reduced receiver complexity in comparison with coherent detection at a small performance penalty in terms of BER [6, p. 542], which makes it an attractive solution for low-cost devices in applications such as dense wireless sensor networks (WSNs) and the Internet of things (IoT). The performance gap between a coherently detected and a non-coherently detected MFSK signal may be even smaller if the inherent imperfection of the carrier recovery process for coherent detection [6, Sec. 6.8] is taken into account.

The MFSK modulation is also attractive for nonlinear amplification, since the modulated signal has an envelope that is almost constant after filtering [6, p. 508], allowing the use of high efficient amplifiers operating in the nonlinear region. Furthermore, this modulation is attractive for the implementation of direct conversion (zero-IF) receivers due to its robustness against DC-offset [7].

Recent research also consider the MFSK modulation as an interesting solution for millimeter wave communication systems, thanks to its claimed robustness against hardware and channel impairments [2], [8]. Particularly in [2], a simple hardware and channel impairment model is used to assess the performances of the modulations MFSK, MPSK and MQAM. Based on simulation results, a high emphasis is given to the robustness of the MFSK, with a large advantage over the other ones. However, this large advantage has come due to oversizing some impairments beyond the values that can be achieved with modern hardware architectures.

Thus, in light of the hardware and channel impairments that potentially will be faced by the wireless communication systems operating in high frequencies, especially in the millimeter wave range, it is of paramount importance to acquire the knowledge sufficient to understand, model and emulate such impairments, as well as the channel-related ones, aiming at giving adequate support to the research, design and assessment of digital communication systems. The present tutorial is an attempt to help the reader to acquire such a knowledge.

### B. Contributions and Organization of the Article

In this tutorial, which expands [9], a survey on the background and models related to the most influential hardware and channel impairments that degrade the performance of wireless communications systems in high frequencies is presented. This survey aggregates pieces of information on the subject, which are typically fragmented or hidden throughout the specialized literature. This background is applied to the development of models aimed at analyzing the performance of digital modulations operating in the millimeter wave range. The analysis is made under the effect of each impairment separately, and also in the more practical-appealing situation in which the joint effect of the impairments is considered. The developed models are carefully tuned in terms of practical parameter values that match the actual hardware technology stage. They are then applied to the performance analysis of the MFSK modulation with non-coherent detection, and to the MPSK and MQAM modulations with coherent detection, for $M = 4, 16$ and 64.

Besides the didactic appeal of the material presented herein, which goes far beyond [9], several results and conclusions, reproduced from [9] as well as new ones, bring out the different degrees of robustness of the above modulations to the modeled impairments. Among other important conclusions, these results highlight that the MFSK is not always the unique robust solution, a conclusion that contrasts with recent claims in the literature. In some cases, the 16QAM modulation is attractive as well.

The remainder of this article is organized as follows. Section II provides a characterization of each hardware imperfection and its modeling, also taking into account the channel and thermal noise effects. The individual models are combined in Section III, yielding a single model that accounts for the joint influence of the impairments. Section IV discusses the effect of the I-Q mismatch and the amplifier nonlinearities when modeled together or separately. Numerical results and discussions comparing the performances of the aforementioned modulations techniques are presented in Section V. The conclusions and opportunities for further investigations are drawn in Section VI.

### II. BACKGROUND AND MODELING OF EACH IMPAIRMENT

Phase noise, I-Q imbalance, amplifier nonlinearity, and thermal noise are typical impairments generated by communication transceivers. In this section, the theoretical basis about each of these impairments is established, followed by the corresponding discrete-time model whose construction was grounded on such basis.

Figure 1 shows a simplified block diagram of a digital communication system, highlighting where three main hardware impairments are generated. The total phase noise depends on the quality of oscillators and frequency multipliers. I-Q imbalance is produced by differences between the gains in the in-phase and quadrature branches of the transceivers, as well as non-perfectly orthogonal carriers. Nonlinearity is caused by the amplifiers operating at nonlinear region. Besides these impairments, extra ones may occur and degrade the communication quality. For example, digital-to-analog (DAC) and analog-to-digital (ADC) converters insert intrinsic errors, time decision deviations as result of oscillator instability increases the symbol error rate. Moreover, in wireless communications the channel acts as a huge degradation source, especially at high frequencies.

#### A. Phase Noise

Oscillators play an important role in communications systems. They are responsible for generating synchronization
signals as well as up- and down-conversion carrier frequencies. In the case of carrier frequency generation, it is expected that the signal does not exhibit any fluctuation in amplitude or phase. In the frequency domain, it means that the signal should be a perfect Dirac delta function. However, in practice, due to hardware imperfection and the inherent thermal noise, the generated signal $V(t)$ always has amplitude and phase distortions that can be represented by [10]

$$V(t) = [1 + \xi(t)] \cos [2\pi f_c t + \theta(t)], \quad (1)$$

where $f_c$ is the carrier frequency, $\theta(t)$ models the phase fluctuations that produce the phase noise, and $\xi(t)$ models the amplitude fluctuations that are typically neglected in practice by using amplitude limiting mechanisms such as automatic gain control [10], [11].

As illustrated in Figure 2, the phase noise causes frequency deviations neighboring the center frequency. As the phase noise becomes higher, the side-lobes become wider and the peak amplitude at the center frequency reduces.

Fig. 2. Ideal and real carrier spectrum under different phase noise intensities.

In terms of modeling, let us assume that the phase noise intensity remains constant during a symbol interval $T$, which means that it can be considered a slow random process with respect to the symbol rate. In this case, the $n$-th sample at the receiver detector output, $r_{\text{pn}}[n] \in \mathbb{C}$, under both phase noise and thermal noise influence, can be represented in the form

$$r_{\text{pn}}[n] = x[n]e^{j\phi[n]} + v[n], \quad (2)$$

where $x[n] \in \mathbb{C}$ represents the received symbol, $\phi[n] \in \mathbb{R}$ is the phase noise sample, and $v[n] \sim \mathcal{C}\mathcal{N}(0, N_0/2)$ is the additive white Gaussian noise (AWGN) sample, with $N_0$ being the AWGN power spectral density (PSD). It is assumed that the AWGN is caused by thermal effect, so hereafter it is referred to as thermal noise [6, p. 79].

Figure 3 shows an ideal 16QAM constellation without thermal noise effect (left), and corrupted by phase noise (right). It can be seen that the phase noise effect is a random rotation of the symbol positions with respect to the center of the constellation. This rotation becomes more evident in symbols of higher energies. To plot this figure, it was considered a phase noise variance $\sigma_{\text{ph}}^2 = 39 \times 10^{-5}$ rad$^2$, yielding an error vector magnitude (EVM) of 12.3%. The EVM, to which a more formal treatment is devised in Section IV, is a measure of the dispersion of the generated constellation points with respect to their ideal positions. As a reference, the maximum allowable EVM for the LTE (Long Term Evolution) standard in the downlink is 12.5%, according to the 3GPP (Third-Generation Partnership Program) [12, Sec. 14.3.4].

A well-known model for the phase noise consists in representing it as a Wiener process or a Brownian motion process [13]–[15], resulting in a phase noise PSD $S_\phi(f)$ whose intensity falls off as $1/f^2$, or $-20$ dB/dec. However, the phase noise PSD can exhibit other decay shapes, as illustrated in Figure 4. In this figure, three main shapes are shown in different spectral regions [10], [11]: the one with $-20$ dB/dec ($1/f^2$), and other two with $-30$ dB/dec ($1/f^3$) and 0 dB/dec ($1/f^0$). Systems with lower bandwidth, i.e. high symbol interval, will be more prone to the $1/f^2$ and $1/f^0$ phase noises. In the case of systems operating with higher bandwidths, as will probably happen in the mm-wave range, the $1/f^0$ phase noise component becomes relevant as well. As an example, the authors in [16] assume the phase noise floor ($1/f^0$) as the main limiting factor.

From above, the total phase noise that must be taken into
account in (2) can be computed as

\[ \phi[n] = \phi_0[n] + \phi_2[n] + \phi_3[n], \]

where the subscripts are associated to the slopes in Figure 4. In terms of simulations, \( \phi[n] \) can be generated by filtering white Gaussian noise samples via low-pass filters whose transfer function in the Z-transform domain is [17]

\[ H_\alpha(z) = \frac{1}{(1-z^{-1})^{\alpha/2}}, \]

where \( \alpha \) is the phase noise index (0, 2 or 3) and \( w_\alpha[n] \) is a discrete-time white Gaussian noise \( \mathcal{N}(0, \sigma_{\text{phar}}^2). \) The block diagram of the resulting filter bank is illustrated in Figure 5. The variances \( \sigma_{\text{phar}}^2 \) are given in Table I, where \( T \) is the sample interval (which is equal to the symbol interval), and the constant \( K_\alpha \) controls the magnitude of the PSD in each segment, according to Figure 4.

![Block diagram of phase noise generator](image)

**Fig. 5. Phase noise generator block diagram [10].**

<table>
<thead>
<tr>
<th>Phase noise type</th>
<th>PSD</th>
<th>Input variance</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \phi_0[n] )</td>
<td>( K_0 )</td>
<td>( \sigma_{\phi_0}^2 = K_0T )</td>
</tr>
<tr>
<td>( \phi_2[n] )</td>
<td>( K_2/f^2 )</td>
<td>( \sigma_{\phi_2}^2 = 4K_2T^2\pi^2 )</td>
</tr>
<tr>
<td>( \phi_3[n] )</td>
<td>( K_3/f^3 )</td>
<td>( \sigma_{\phi_3}^2 = 8K_3T^3\pi^3 )</td>
</tr>
</tbody>
</table>

**TABLE I**

**VARIANCES OF THE INPUT NOISES DEPICTED IN FIGURE 5 [10]**

B. I-Q Imbalance

Mobile systems have a severe physical space constraint and, hence, the radio-frequency stage has to be carefully designed. Applied along the years, superheterodyne receivers have high sensibility and selectivity, although employing more components when compared with direct conversion receivers (also called Zero-IF receivers) [18]. Zero-IF receivers down-convert radio-frequency directly to baseband. Figure 6 illustrates these two receiver structures.

The main advantage of Zero-IF receivers, besides the fact of employing a smaller amount of components, is image frequency cancellation through I-Q demodulation [18]. However, Zero-IF receivers are prone to I-Q imbalance, to DC offset due to self-mixing, to power leakage in full-duplex transceivers, and to flicker noise of shape \( 1/f \) [4].

![Superheterodyne receiver (a), and Zero-IF receiver (b).](image)

**Fig. 6. Superheterodyne receiver (a), and Zero-IF receiver (b).**

In practice, a real I-Q modulator does not produce a perfect orthogonality between in phase and quadrature components. The imbalance can be modeled as amplitude and phase errors in a symmetrical or asymmetrical manner. The former splits the error by half and applies to both components (I and Q). The latter assumes in phase as a perfect component and applies the error only in the quadrature part. According to [4], the asymmetrical form can be expressed by \( V_I(t) = \cos(2\pi f_c t) \) and \( V_Q(t) = \rho \sin(2\pi f_c t + \theta) \), where \( \rho \) and \( \theta \) model amplitude and phase errors, respectively. In ideal conditions, \( \rho = 1 \) and \( \theta = 0 \). Therefore, considering a polar baseband signal representation [6, p. 148], \( s(t) = A(t)e^{j\phi(t)} \), where \( A(t) \) denotes the amplitude modulation component and \( \phi(t) \) denotes the phase modulation component, the radio-frequency signal can be expressed as \( s_{RF}(t) = 2[\Re{s(t)} \cos(2\pi f_c t) - \Im{s(t)} \rho \sin(2\pi f_c t + \theta)] \).

Thus, in terms of modeling, the \( n \)-th sample at the detector output under influence of I-Q imbalance is given by [4]

\[ r_{IQ}[n] = C_1 s[n] + C_2 s^*[n], \]
where $\ast$ denotes complex conjugate, and

$$
C_1 = \frac{1 + \rho \cos \theta}{2}, \quad C_2 = \frac{1 - \rho \cos \theta}{2}.
$$

(6)

For the ideal case (no I-Q imbalance), $C_1 = 1$ and $C_2 = 0$ [19]. It is informative to mention that in [19] the authors consider symmetrical errors, but their analysis can be extended to asymmetrical errors as well. As one can notice in (5), the received signal consists of two parts: the desired one and an undesired complex-conjugated version of the desired one.

Figure 7 shows a 16QAM constellation distorted by I-Q imbalance. Using amplitude and phase imbalance factors $\rho = 0.55$ dB and $\theta = 5.5^\circ$, respectively, yields an EVM of 12%. This imbalance causes a shift on the constellation points with respect to their ideal positions; this effect gets worse 12%. This imbalance causes a shift on the constellation points with respect to their ideal positions; this effect gets worse.

C. Amplifier Nonlinearity

In wireless communication systems, signal attenuation due to the free-space path loss at high frequencies occurs and amplifiers play an import role in order to compensate for such loss. Both fixed and variable-gain (as part of automatic gain control loops) amplifiers have this role.

A higher received signal power means, in general, a better communication quality in terms of BER. Two important parameters associated with the received signal power are the signal-to-noise ratio (SNR) and the ratio between the average received bit energy and the noise power spectral density, $E_b/N_0$, which are related through

$$
\frac{E_b}{N_0} = \frac{P_{tx}}{N_B R_b} = \text{SNR} \frac{B}{R_b}.
$$

(7)

where $P_{tx}$ is the average received signal power, in watts, $B$ the system bandwidth, in Hertz, $N_B$ is the noise power in this bandwidth, in Hertz, and $R_b$ is the bit rate, in bits per second.

While setting the received signal within a desired level or dynamic range, the amplifiers also introduce noise, which ends up reducing the SNR and the $E_b/N_0$. Nonetheless, in terms of modeling, this SNR reduction can be easily captured by an increased thermal noise power.

High levels of the input signal may push the amplifier towards a nonlinear working region, producing signal clipping [4, Sec. 6.5.1], thereby causing spectral regrowth [6, p. 511]. The clipping effect is especially degrading in the case of modulations that carry information based on amplitude levels, since it will limit the maximum allowable amplitude. On the other hand, the operation in the linear region requires a reduction of the input signal level by means of an input back-off (IBO). However, this process is power inefficient, since the device will be constantly operating under a regime of high power dissipation. In battery-powered devices, this operation regime drastically reduces the battery lifetime. The linear operating region of an amplifier typically corresponds to an input signal level about 1/3 of the saturation amplitude.

The amplifier nonlinearity is mainly harmful in systems with non-constant envelope signals, for instance MQAM signals. Although MPSK signals have constant envelope, after filtering they will exhibit non-constant envelope [6]. According to [4], power amplifiers are the major sources of nonlinearities in a whole communication system.

In order to address the amplifier nonlinear effect, a polar baseband signal representation $s(t) = A(t)e^{j\phi(t)}$ is assumed. After nonlinear amplification, the resultant signal can be expressed in the time domain as

$$
r_{sa}(t) = G_A[A(t)]e^{j[\phi(t)+G_n(s[n])]}\quad[4, p. 188].
$$

In the discrete-time notation adopted herein, the amplified signal can be modeled as

$$
$$

where $G_A(\cdot)$ and $G_n(\cdot)$ are the amplifier transfer functions in terms of AM-AM (amplitude modulation - amplitude modulation) conversion and AM-PM (amplitude modulation - phase modulation) conversion, respectively [4], and $|s[n]|$ and $\phi[n]$ are the magnitude and angle of $s[n]$, respectively.

The AM-AM function describes the relationship between the amplitudes of the output and input signals. This relationship should ideally be represented by a straight line whose slope is associated to the amplifier gain.

A known model for a typical AM-AM transfer function [20, p. 440] adapted to the present discrete-time notation is

$$
G_A(|s[n]|) = \frac{g(|s[n]|)}{\left[1 + \left(\frac{g(|s[n]|)}{V_{sat}}\right)^p\right]^{1/p}},
$$

(9)

where $g$ and $p$ are, respectively, the dimensionless amplifier gain and the transfer function smoothness factor, and $V_{sat}$ the input saturation amplitude, in volts.

Figure 8 shows some AM-AM transfer functions of an amplifier with gain $g = \sqrt{2}$, for $V_{sat} = 4$ volts (solid lines) and $V_{sat} = 10$ volts (dashed lines), for some multiples of $p = 0.81$. A higher $p$ makes the curve move towards the ideal one, for low amplitude signals, up to the saturation. Hence, a smaller $p$ reduces the amplifier linear operation range.

The AM-PM transfer function describes how the signal phase will be distorted by the amplifier. It translates the input signal amplitude variations into variations in the output signal phase. Ideally, this function should be constant and as close as possible to zero in the whole amplifier operation range. Systems which carry information on phase deviations are especially prone to the AM-PM conversion effect. For solid-state amplifiers, this effect has a minor importance compared with the AM-AM conversion [21].
Fig. 8. AM-AM transfer functions of an amplifier with gain $g = \sqrt{2}$, for $V_{\text{sat}} = 4$ (solid lines) and $V_{\text{sat}} = 10$ (dashed lines), with $p = 0.81$.

A known model for a typical AM-PM transfer function [20, p. 440] adapted to the discrete-time notation is

$$G_{\phi}(|s[n]|) = \frac{\delta |s[n]|^{|q_1|}}{1 + \left[|s[n]|^{|q_2|}\right]^2}, \quad \text{(10)}$$

where $\delta$, $q_1$, $q_2$, and $\beta$ are curve fitting parameters empirically determined from measurements on a real amplifier [20].

Figure 9 depicts AM-PM transfer functions of an amplifier, for different values of $\delta$ in (10), considering two transistor technologies at 60 GHz: CMOS (Complementary Metal-oxide Semiconductor) and GaAs (Gallium Arsenide). Typical parameters were adopted to plot this figure [20]: The CMOS technology (dashed lines) considers $\delta = 2560$, $\beta = 0.114$, $q_1 = 2.4$, and $q_2 = 2.3$; the GaAs technology (solid lines) considers $\delta = -48000$, $\beta = 0.123$, $q_1 = 3.8$, and $q_2 = 3.7$. It can be seen that larger values of $\delta$ increase the phase shift of the output signal; the two technologies produce opposite shifts for a given $\delta$, with slightly smaller values in favor of the CMOS. Moreover, it can be observed in Figure 9 that the phase shift variations with the input signal amplitude become smaller beyond $|s[n]| > 0.5$ volts; small values of $\delta$ correspond to smaller variations.

Figure 10 illustrates what happens to a 16QAM constellation when going through an amplifier with GaAs technology due to the AM-AM and AM-PM conversion effects. The parameters expressed in (9) and (10) were set to values of practical significance [20]: $g = \sqrt{2}$, $V_{\text{sat}} = 6$ volts, $p = 0.81$, $\delta = -48000/6$, $\beta = 0.123$, $q_1 = 3.8$, and $q_2 = 3.7$. The input constellation had its energy changed until the output EVM was about 12.5% in order to meet the LTE specification [12, Sec. 14.3.4]. This EVM happened for an input constellation energy of about 2.3 joules.

The AM-AM effect makes high energy symbols less amplified compared with low energy symbols, i.e., there is a gain compression. The higher the difference between low and high amplitude levels, more pronounced becomes the distortion of the constellation shape. As can be noticed in Figure 10, this shape tends to a circumference.

The AM-PM effect can be observed in Figure 10 as a clockwise rotation about the constellation center (if the CMOS technology were considered, the rotation would be counterclockwise). Considering the same constellation energy employed in the AM-AM effect analysis, the resultant AM-PM EVM was approximately 6%. This indicates that the phase rotation effect might be less intense than the one observed on the signal amplitude.

Observing (8)-(10) and Figures 8-10, one can infer that modulations in which the information is not carried on the signal amplitude or phase variations, which is the case of frequency-shift keying signals, can be less impaired by the amplifier nonlinear effects. As a consequence, the power efficiency can be raised [22].

It is informative to mention a specific model for the nonlinear effects of an amplifier, as given in [23]. In this
model, under certain circumstances the output of a nonlinear device can be modeled by a smaller copy of the input signal plus an error given by an independent zero-mean Gaussian random variable. In other words, the nonlinear effects are jointly represented by random perturbations of the original symbols. Other models go beyond and combine the effects of the amplifier nonlinearity and the I-Q imbalance into a single Gaussian random variable, for instance the ones considered in [2], [4], [5]. As demonstrated later on in this article, the fusion of impairments into a single one may result in inaccurate models and results, thus leading to erroneous interpretations or conclusions.

D. Channel Impairments

A line-of-sight (LOS) channel under influence of multipath and shadowing is adopted in this work, assuming a flat and slow fading so that the multiplicative fading channel model [6, p. 213] can be applied. Therewith, the received signal \( r_{ch}(t) \) is represented by the multiplication of the transmitted signal \( s(t) \) by the channel gain \( h \in \mathbb{C} \), in baseband representation, that is, \( r_{ch}(t) = h \times s(t) \). Under the vector channel model, it can be written that

\[
    r_{ch}[n] = h \times s[n],
\]

(11)

where \( h \) is the multiplicative shadowed fading given by [2]

\[
    h = \sqrt{\frac{L(d_0)}{X}} \left( \frac{d_0}{d} \right)^\gamma \left( h_{los} \sqrt{\frac{\kappa}{1 + \kappa}} + h_{nlos} \sqrt{\frac{1}{1 + \kappa}} \right),
\]

(12)

where the term inside the square root on the left accounts for the area mean power loss, which is distance-dependent according to the Log-distance model [6, p. 201], combined with the local mean power variation about the area mean that occurs due to shadowing [6, p. 202]. The quantity \( L(d_0) = (\lambda/4\pi d_0)^2 \) is the inverse free-space path loss at the reference distance \( d_0 \), where \( \lambda = c/f_c \) denotes the carrier wavelength, with \( c \) and \( f_c \) as the speed of light in vacuum in meters per second, and the carrier frequency in hertz, respectively. The quantity \( X \) is a lognormal random variable that accounts for the shadowing. In logarithmic scale, it is a zero mean Gaussian random variable with standard deviation \( \sigma_{sh} \), meaning that the local mean received power wanders about the area mean with a Gaussian distribution having a standard deviation of \( \sigma_{sh} \) dB. The distance between transmitter and receiver is denoted by \( d \), and \( \gamma \) is the path loss exponent, which is an environment-dependent quantity [6, p. 202].

A Rician multipath fading is modeled by the right-hand side term between parentheses in (12). The factor \( h_{los} = e^{j\pi \sin \varphi} \) represents the line-of-sight complex channel gain, with \( \varphi \) being the signal angle of arrival at the receiver (notice that the line-of-sight magnitude gain is unitary, and that only a phase rotation is imposed to the LOS signal component). The non-line-of-sight (NLOS) component, \( h_{nlos} \sim \mathcal{CN}(0, 1) \), models the multipath fading. The ratio between the average power of the dominant LOS component and the variance of the remaining multipath NLOS ones is given by the Rice factor \( \kappa \) [6, p. 212], expressed in linear scale in (12).

III. MODEL FOR THE JOINT EFFECT OF CHANNEL AND HARDWARE IMPAIRMENTS

Following the received signal path in Fig. 1, the joint effect of the impairments discussed in the previous section can be modeled by properly combining the individual models defined in (2), (5), (8) and (11). It is firstly assumed that the received symbol is impaired by the amplifier nonlinearity, then by the I-Q imbalance, subsequently by the phase noise, and finally by the thermal noise. Since the channel gain is assumed constant during the symbol interval, its multiplicative effect can be shifted to act on the signal resultant of the joint effect of the amplifier nonlinearity and the I-Q imbalance. Thus, the \( n \)-th complex sample at the detector output under the joint effect of all impairments described in Section II can be expressed as

\[
    r_{comb}[n] = h (C_1 r_{a}[n] + C_2 r_{a}^{-*}[n]) e^{j\phi[n]} + v[n],
\]

(13)

where the nonlinear-distorted signal \( r_{a}[n] \) results from the action of (8) on the constellation symbol \( s[n] \). Subsequently, the I-Q imbalance model (5) is applied to the input sample \( r_{a}[n] \). The result is operated via the phase noise model (2), having the nonlinear-distorted and I-Q imbalanced signal as input. The result of this operation is multiplied by the complex channel gain according to (11), and finally added to the thermal noise component \( v[n] \).

It is worth emphasizing that the model (13) improves the one presented in [2] by modeling the nonlinear effects separated from the I-Q imbalance, and by adding the phase noise components \( 1/f^2 \) and \( 1/f^0 \) that form \( \phi[n] \) via (3), to the single component \( 1/f^2 \) taken into account in [2]. One must recall that each hardware impairment modifies the position of the constellation points. However, each one acts in their own way, motivating the above-mentioned separation. The impact of separating or not the nonlinear effects from the I-Q imbalance is further explored in Section IV.

It is also important to bear in mind that the model (13) and the one given in [2] are vector models that can be directly applied to MPSK or MQAM receivers with coherent detection [6, pp. 427-440]. For non-coherently detected MFSK [6, p. 537] signals, an adaptation must be performed so that the phase noise standard deviation becomes proportional to the frequency employed by each symbol. In other terms, the model described in (13) cannot be directly applied to the non-coherently detected MFSK modulation because such technique does not have a discrete signal space representation equivalent to the MPSK and MQAM signals. This is owed the fact that the phase of the carrier is time-variant with respect to the carrier used at the transmitter, meaning that the signal space representation is a continuously rotating point [6, p. 507].

One way of representing an MFSK signal using a signal space is presented in [24, Sec. 10.2]. As an example, Figure 11 shows an MFSK symbol tone been represented by eight complex samples. As a matter of fact, the MATLAB software processes an MFSK signal, as detected by the non-coherent receiver given in [6, Fig. 6.84], by means of a sequence of samples likewise those shown in Figure 11.

Thus, the model (13) is directly applicable to the samples at the output of a quadrature detector when MPSK or MQAM
modulations with coherent detection are considered. In the case of non-coherently detected MFSK, an adaptation must be done to account for the particularities of the phase noise. If the phase noise is a slow process (much slower than the symbol rate), the same phase noise sample must be used in all intra-symbol samples. If the phase noise is fast when compared with the symbol rate, different phase noise samples must be adopted for each intra-symbol sample. In what concerns the other impairments considered by the present model, they are equally applied to all intra-symbol samples, since they are assumed to be constant within the symbol interval.

IV. IMPACT OF COMBINING THE I-Q IMBALANCE AND THE AMPLIFIER NONLINEARITY IN A SINGLE IMPAIRMENT

In [2], [4], and [5] the authors model the I-Q imbalance and the amplifier nonlinearity as a unique complex Gaussian random variable \( \eta \sim \mathcal{CN}(0, \sigma_{hw}^2) \) that is added to a version of the original signal, where \( \sigma_{hw}^2 \) characterizes the intensity of these imperfections together. Obviously, this model is simple to implement; its accurateness, though, needs to be quantified.

This section presents an analysis of the impact of splitting or not the I-Q imbalance and the amplifier nonlinearity. This analysis starts with the definition of the percentage root mean square (rms) EVM [25], which can be computed via

\[
EVM\% = \sqrt{\frac{1}{N_e} \sum_{n=0}^{N_e-1} I_e[n]^2 + Q_e[n]^2} \times 100\%, \tag{14}
\]

where the errors \( I_e[n] \) and \( Q_e[n] \) respectively denote the in-phase and the quadrature difference between the measured and the reference symbol sample, that is, \( I_e[n] = I_m[n] - I_r[n] \) and \( Q_e[n] = Q_m[n] - Q_r[n] \), where the subscripts "m" and "r" denote the measured and the reference quantities, respectively. The parameter \( N_e \) is the number of received symbols used in the computations and \( M \) is the modulation order. Thus, the numerator indicates the average error power and the denominator indicates the average constellation power.

Table II shows the range of parameter values employed in this EVM analysis, whose first set of results are plotted in Figure 12. Each point on this figure was obtained from \( 2 \times 10^6 \) symbols by computing the EVM in MFSK and MQAM modulations under the presence of thermal noise with \( E_b/N_0 = 26 \) dB. This \( E_b/N_0 \) value will be adopted hereafter when the AWGN noise is not the target variable for analysis, aiming at facilitating the comparisons with the results from [2]. Assuming the use of the GaAs technology, the other parameters were assumed to be \( \beta = 0.123, q_1 = 3.8, q_2 = 3.7, \) and a unitary amplifier gain. Each number on the horizontal axis of Figure 12 corresponds to a set of the four parameters extracted from those in Table II, which are \((\rho, \theta, V_{sat}, \delta)\). As an example, number 1 corresponds to the set \((0.9 \text{ dB}, 9^\circ, 2 \text{ V}, -48000/2)\), number 2 refers to the set \((0.8 \text{ dB}, 8^\circ, 3 \text{ V}, -48000/3)\), number 3 corresponds to \((0.7 \text{ dB}, 7^\circ, 4 \text{ V}, -48000/4)\), and so on. Thus, the leftmost numbers represent low quality hardware, whereas the rightmost ones represent higher quality hardware. As expected, poorer hardware produces higher EVMs. Moreover, as one can see in Figure 12, there is an error floor starting to show up for high-quality devices, and it is caused by the prevalence of the thermal noise with respect to the other impairments.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>I-Q Imbalance ((\rho \text{ and } \theta))</td>
<td>(0.9 \text{ dB to 0.05 dB and } 9^\circ \text{ to } 0.5^\circ)</td>
</tr>
<tr>
<td>Nonlinearity ((V_{sat} \text{ and } \delta))</td>
<td>(2 \text{ V to } 11 \text{ V and } -24000 \text{ to } -4364)</td>
</tr>
</tbody>
</table>
from this figure that the EVMs produced by the variable \( \eta \) always exceed the ones resulted from the I-Q imbalance and the amplifier nonlinearity when modeled separately. This behavior is even more pronounced when high-quality hardware is employed, i.e., for sets of parameters indexed by the higher numbers on the horizontal axis of Figure 13. The important conclusion drawn from this experiment is that a single complex Gaussian random variable as defined in the case of \( \eta \) shall not be applied to model the combined effect of the I-Q imbalance and the amplifier nonlinearity, because it always results in a higher EVM. Nonetheless, if the variance of \( \eta \) is calculated in such a way to reduce the error between the EVMs produced under the above-described approaches, it can be used to model the I-Q imbalance and the amplifier nonlinearity together. In this case, the model simplification aimed at with the use of \( \eta \) is somewhat blurred by the complexity of generating it with the correct variance.

![Fig. 13. Ratio between the EVMs coming from the combined effect of the I-Q imbalance and the amplifier nonlinearity simulated by the random variable \( \eta \), and the ones coming from the separate effect of these impairments.](image)

V. NUMERICAL RESULTS AND DISCUSSIONS

In this section, simulation results regarding the effect of hardware and channel impairments on the coherently detected MPSK and MQAM modulations, and on the non-coherently detected MFSK modulation, for \( M = 4, 16 \) and \( 64 \), are presented and discussed.

The operation frequency and path loss exponent \( \gamma \) can be any; here they were chosen as \( 60 \) GHz and \( 4 \), respectively, without loss of generality. The reference distance and the distance between the transmitter and receiver were set to \( d_0 = 1 \) m and \( d = 25 \) m, respectively. The Rice factor was assumed to be \( K = 5 \) dB and the arrival angle of the LOS component was drawn from a uniform distribution, i.e., \( \phi \sim U[0,2\pi) \). Each point on the BER curves shown hereafter was obtained via \( 2 \times 10^5 \) Monte Carlo simulations with each simulation performed over a frame length of 100 symbols.

As a preliminary result, Figure 14 shows the performances (BER versus \( E_b/N_0 \)) of the MPSK and MQAM modulations for the parameters pertaining to the set number 5 adopted to plot Figures 12 and 13, which are \( \rho = 0.5 \) dB, \( \theta = 5^\circ \), \( V_{sat} = 6 \) volts, and \( \delta = -48000/6 \). This set was chosen because it lies approximately in the middle of the sets considered in those figures. Moreover, notice from Figure 13 that this set corresponds to a relatively small difference between the two modeling approaches.

The lines in Figure 14 correspond to the effects of the I-Q imbalance and amplifier nonlinearity impairments modeled individually, and the markers are associated with the approach of using the random variable \( \eta \) to model the combined impairments. It can be observed that, for \( M = 4 \), the model that uses \( \eta \) is well applicable to the whole range of \( E_b/N_0 \). However, when \( M \) increases beyond 4, the performance with \( \eta \) exhibits an error floor, whereas the real performance gets better with higher values of \( E_b/N_0 \). When \( M = 64 \), the error floor appears for both approaches, indicating that for high modulation orders the hardware employed must have a better quality. By doing so, the performance will be less affected by adopting any of the impairment modeling approaches, and the BER curve will tend to the theoretical performance over a flat and slow Ricean fading channel.

From above, the most important conclusion is that modeling the I-Q imbalance and the amplifier nonlinearity as a unique complex Gaussian variable \( \eta \) is only applicable for high-quality hardware, a situation in which the performance is less influenced by these impairments. The approach of using \( \eta \) is only suitable for lower modulation order \( M \), according to Figure 14. A higher \( M \) requires more carefully-designed hardware, making it possible to exchange the individual impairments modeling approach by the joint one via \( \eta \). Finally, it is important to highlight that modeling the above impairments with a unique complex Gaussian variable always will produce an error floor, but this floor can occur for impractical (very high) values of \( E_b/N_0 \) and may not be even noticed if the system is not assessed in these high \( E_b/N_0 \) values.

Table III shows the ranges of values used to obtain the simulation results shown from this point on. These ranges were selected from a bunch of experimentations or theoretical analyses reported in [2], [5], [15], [16], [26], [27] and [28], and were chosen to allow for comparisons between results reported in these references and those presented hereafter.

A. Effect of the Phase Noise

In [15], the authors propose a lower bound on the innovation process related to the Brownian motion adopted to model the phase noise with PSD shape \( 1/f^2 \). This bound is frequency-
dependent and technology-dependent, yielding a phase noise variance limited according to

$$\sigma_{ph2}^2 \geq \frac{19.496 \times 10^{-21} \pi^2 f_c^2}{I_d V_d Q_0 B},$$  \hspace{1cm} (15)$$

where, for an oscillator design, $I_d$ and $V_d$ denote the transistor collector-drain operating current and safe operating voltage, respectively, $Q_0$ is the unloaded quality factor of the resonator, and $B$ is the system bandwidth. Noteworthy that the safe operating voltage is normally about 1/3 of the input saturation point of the device. Using the GaAs HEMT (high-electron-mobility transistor) technology [15] with $f_c = 60$ GHz and $B = 1$ MHz and safe operating voltage, one can obtain the 1/f² phase noise variance $\sigma_{ph2}^2 \approx 1.3 \times 10^{-2}$ rad².

Aiming at mimicking a reduction of the hardware design complexity, the total phase noise variance has been increased until the EVM reached 8%, for $E_b/N_0 = 26$ dB. This EVM corresponds the maximum allowable value for the 64QAM modulation in the LTE downlink [12, Sec. 14.3.4]. The resultant variance was found to be $\sigma_{ph}^2 = \sigma_{ph0}^2 + \sigma_{ph2}^2 + \sigma_{ph3}^2 \approx 13.411 \times 10^{-5}$ rad². To compute the variances of the phase noise components $1/f^0$ and $1/f^2$,

which are $\sigma_{ph0}^2$ and $\sigma_{ph2}^2$, respectively, it was applied the relation between them and the variance of the noise component $1/f^2$, according to Kasdin’s technique [17] and Table I, for $K_0 = -110$ dB, $K_2 = 10$, and $K_3 = 10^3$.

Figure 15 shows the performances of the modulations under analysis for this fixed phase noise variance $\sigma_{ph}^2 = 13.411 \times 10^{-5}$ rad². As one can notice from this figure, the BER attained by the 16PSK and the 16QAM modulations exhibit error floors around $1 \times 10^{-2}$ and $5 \times 10^{-4}$, respectively. The error floors in the 64PSK and 64QAM modulations are around $1 \times 10^{-1}$ and $1.6 \times 10^{-2}$, respectively. The 4PSK(4QAM) and MFSK modulations for all $M$ did not unveil any error floor in the investigated $E_b/N_0$ range. One must be aware of the unexpected poor performance of the 64QAM, in spite of the compliance with the maximum EVM established by the 3GPP standard for the LTE downlink. However, the specified maximum EVM corresponds to an acceptable constellation quality over the AWGN channel [16]; here it was adopted a Ricean fading channel, yielding useless BER values even for such EVM. The same reasoning applies to the interpretation of the results regarding to the 16QAM modulation.

Figure 16 shows the performances of the modulations, for $E_b/N_0 = 26$ dB, under different levels of the total phase noise variance. As expected, the MPSK and the MQAM modulations exhibit a performance degradation as the phase noise variance increases, whereas the MFSK modulations remain with the same performance in the whole range of analysis. Higher order MPSK and MQAM modulations are less robust against the phase noise level variation, with the MPSK being less robust than the MQAM.

It is important to highlight that, for extremely high phase noise variances, the performance of the MFSK modulations may display an unexpected BER behavior when changing the modulation order. For instance, a case study is reported in [2], in which the BER increase as $M$ increases at very high phase noise levels. Fortunately, as already pointed out in the present article, such high phase noise levels are not realistic at present technology development stage. In other words, the hardware quality nowadays is capable of producing a phase noise with
BER variation far below those critically high levels adopted in [2].

The BER growth as $M$ increases in the MFSK modulations can be explained in light of Figure 4. Low order modulations, which correspond to narrower bandwidths, typically will be mostly influenced by the $1/f^3$ phase noise component, whilst high order modulations, which correspond to wider bandwidths, may be additionally impaired by the $1/f^2$ and $1/f^0$ components. Then, for a given phase noise variance, it means that higher effective phase noise levels will contribute to the performance degradation as $M$ increases. At some high phase noise level, these new components may produce a performance degradation higher than the improvement that would be brought by the larger modulation order, reverting the BER variation with respect to $M$.

### B. Effect of the I-Q Imbalance

The range of values in Table III for the I-Q imbalance was defined based on real measurements reported in [16], and theoretically assessed in [27]. In [16], the authors consider a communication testbed implemented to operate in the millimeter wave range, with symbol rates 5, 10, and $20 \times 10^9$ symbols per second, modifying the amplitude and phase difference between the in-phase and quadrature components. Following the same methodology used in the phase noise analysis, the values for $\rho$ and $\theta$, as defined in Section II-B, were empirically determined to yield an EVM of 8% for the 64QAM modulation, considering $E_b/N_0 = 26$ dB.

Figure 17 presents the performances of the modulations for a fixed I-Q imbalance ($\rho = 0.35$ dB and $\theta = 3.5^\circ$). The I-Q imbalance has a smaller effect on the performance when compared with the phase noise. It can be seen in Figure 17 that only the 64PSK modulation exhibited an error floor over the analyzed range of $E_b/N_0$. The 4PSK/4QAM modulation unveiled the lowest BER, even when compared with the 64FSK modulation.

Figure 18 shows the BER versus the I-Q imbalance, for $\rho$ ranging from 0.05 dB to 1 dB, and $\theta$ from 0.5$^\circ$ to 10$^\circ$, for $E_b/N_0 = 26$ dB. As expected, higher imbalances represent worse BERs, a behavior that becomes evident for $M > 4$ in the cases of $M$PSK and MQAM modulations. It is interesting to notice that the 64QAM modulation outperformed the 16PSK modulation at $\rho = \theta/10 = 0.9$. It can be seen that the MFSK modulations practically were not affected by the I-Q imbalance range analyzed, likewise in the case of the phase noise.

### C. Effect of the Amplifier Nonlinearity

The range of values for amplifier nonlinearities given in Table III was based on the resultant EVM for each combination of $V_{sat}$ and $\delta$, using the 4PSK and 64QAM modulations as references. According to the LTE documentation [12], the EVM upper bounds for these modulations are 17.5% and 8%, respectively. The range for $V_{sat}$ and $\delta$ in Table III yields EVM values that include those required by the standard, assuming $E_b/N_0 = 26$ dB: For $V_{sat} = 2$ volts and $\delta = -24000$, the resultant EVM is 23%, whereas for $V_{sat} = 11$ volts and $\delta = -4364$, the resultant EVM is 4.2%. In this last point of the range of values for $V_{sat}$ and $\delta$, the resultant EVM, which is composed by the thermal noise and amplifier nonlinear effects, is such that the thermal noise influence cannot be overlooked in comparison with the beginning of the range, where the thermal noise can be neglected due to the dominance of the amplifier nonlinear effect.
An alternative approach could be used in order to address the amplifier nonlinearity influence. Instead of using $V_{\text{sat}}$ and $\delta$, one could resort to the IBO (input back-off). The IBO is the difference between the input power that would produce the maximum output power, relative to the actual input power applied to the amplifier. For instance, if an input power of $-25$ dBm produces the maximum output power, and the actual input power is $-30$ dBm, the IBO is 5 dB. Hence, a higher IBO should be used if it is desired that the amplifier operates towards its linear region. On the other hand, it means a lower power efficiency. In this article, the $V_{\text{sat}}$ and $\delta$ were adopted due to the higher degree of freedom in modeling the amplifier nonlinear effects.

Figure 19 was constructed following the same methodology applied to the analysis of phase noise and I-Q imbalance. It shows BER results versus $E_b/N_0$, assuming a fixed impairment ($V_{\text{sat}} = 6$ volts and $\delta = -8000$), and an EVM of 8%. Similar to the I-Q imbalance (see Figure 17), the amplifier nonlinearity is less harmful when compared with the phase noise (see Figure 15). It can be seen that an error floor occurred only for the 64PSK modulation over the range of $E_b/N_0$ values analyzed. The other modulations monotonically produce a reduction of the BER as $E_b/N_0$ increases. The lowest BER values are attained by the 4PSK/4QAM modulation, closely followed by the MFSK family and the 16QAM.

Figure 20 allows for a BER analysis in terms of modifying $V_{\text{sat}}$ and $-\delta/V_{\text{sat}}$, with $V_{\text{sat}}$ varying from 2 to 11 volts and $\delta = -48000$, with $E_b/N_0 = 26$ dB [20]. Regarding the remaining parameters in (9) and (10), were assumed $p = 0.81$, $q_1 = 3.8$, $q_2 = 3.7$, and $\beta = 0.123$, according to the GaAs pHEMT (pseudomorphic HEMT) technology [20, p. 441], with unitary amplifier gain, that is, $g = 1$.

From Figure 20 it can be noticed that the systems suffer from a strong performance degradation at the lowest saturation point, $V_{\text{sat}}$, which corresponds to a strong nonlinear effect, except for the lower order modulations and all modulations of the family MFSK. In case of $V_{\text{sat}} > 4$ volts, the influence of the nonlinearity has a minor impact on the BER for the 16PSK and 16QAM modulations. For the 64QAM, this behavior happens for $V_{\text{sat}} > 7$ volts. In the case of the 64PSK modulation, it was not possible to determine such a point with the employed hardware parameters.

**D. Effect of the Channel Impairments**

The ranges of the parameters employed for channel modeling were based on [2], [26] and [28], over different system configuration. In [26] and [28] were reported experimental results for LOS links at 28 GHz\(^1\) and 78 GHz. Path loss exponents around 1.7 and 1.6, and shadowing standard deviations around 2.5 dB and 3.2 dB, respectively, were found. These values increase for NLOS links under different antenna polarizations, to 5.1 and 6.4, and to 11.6 dB and 15.9 dB, respectively. The ranges of channel-related parameters given in Table III are those adopted in [2], which encompass some of the above LOS and NLOS conditions over different antenna polarizations and carrier frequencies.

Figure 21 shows the BER values attained by the modulations MFSK, MPSK and MQAM, for $M = 16$ and $M = 64$, by varying the shadowing standard deviation $\sigma_{\text{sh}}$, the path loss exponent $\gamma$, and the carrier frequency $f_c$, for $E_b/N_0 = 26$ dB at the receiver side. The shadowing caused by the wireless channel produces local-mean power variations. Hence, as expected, higher values of $\sigma_{\text{sh}}$ produce higher BERs, as can be noticed from Figure 21(a). In this figure, it can be seen that the 16PSK, the 64PSK and the 16QAM achieved the best performance under shadowing. The poorest performance was attained by the 64PSK.

The effect of different path loss exponents is shown in Figure 21(b), where it can be observed that this parameter has a lower impact on the BER, when compared with the shadowing. The poorest performance was attained by the 64PSK modulation, with the other ones performing relatively close to each other, again with the advantage of the 16PSK, the 64FSK and the 16QAM.

In what concerns different carrier frequencies, Figure 21(c) unveils a behavior that resembles the one depicted in Figure 21(a). Thus, the same conclusions apply.

\(^1\)The 28 GHz frequency is not formally in the mm-wave range, but it arises as a target for 5G applications [26], [28].
middle of the scales when the individual impairments were analyzed. The 4PSK/4QAM modulation attained the smallest BER, even smaller than the 64FSK. This behavior can be confirmed by the individual impairment analysis presented in the previous subsections. The MFSK modulations keep maintaining their particular characteristic of BER reduction for higher $M$. In case of the 64PSK, one can notice an evident error floor and an error floor starting to show up in the case of the 64QAM modulation. These floors are mainly due to the phase noise influence; the results in Figures 15, 17, and 19 support for this conclusion. It is important to observe that, when using high-quality hardware, the 16QAM performance under all impairments is very similar to the ones attained by the MFSK modulations. Thus, it is viable to employ the 16QAM scheme on the mm-wave range, conflicting with the conclusions reported in [2]. The behavior unveiled in [2], where the MFSK attained a substantially lower BER than the 16QAM, is not consistent with the actual technology stage, meaning that a parameter oversizing was adopted in this reference.

**VI. Conclusions and Opportunities**

In this tutorial article, the theory about important hardware and channel impairments that might deeply affect the performance of wireless communication systems in the millimeter wave range was presented. This theory was then applied to the development of models for assessing the performance of digital modulations under the separate and under the joint effect of such impairments. The modulations analyzed were the $M$-ary frequency-shift keying with non-coherent detection, and the $M$-ary phase-shift keying and $M$-ary quadrature amplitude modulation with coherent detection.

Besides a comprehensive theoretical treatment, simulation results were given and brought out the different degrees of robustness of the above-mentioned modulations to the modeled impairments. It was unveiled that the MFSK is attractive for application in the millimeter wave range, but it is not always the unique robust solution, contrasting with recent claims in the literature. Along with the MFSK, the 16QAM modulation arises as interesting candidate for applications in this range.
As an object of future research, other modulation schemes could be analyzed under the presented models in order to obtain a more generic conclusion about their potentials to be applicable with carrier frequencies in the millimeter wave range. Multicarrier modulation schemes could be included in this analysis, which motivates the nontrivial adaptation of the combined impairment model to a matrix form compatible with the multiple carrier system and with the frequency selectivity of the channel. Other particular impairments inherent to multicarrier signals could be considered as well.
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