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Abstract—This article presents a performance analysis of networks in the presence of co-channel interference with error correcting codes. The performance is evaluated in terms of the bit error rate (BER) for cellular networks using convolutional and turbo codes with BPSK modulation, for AWGN and fading channels. The impact of the co-channel interference is assessed theoretically and also simulated in scenarios where there is one prevailing interferer identical and synchronous to the target user. In order to show the error control coding capability in mitigating the co-channel interference effects, the performance of each coding scheme is presented as a function of the signal-to-interference ratio \((S/I)\).

Index Terms—BER, Co-Channel Interference, Convolutional Codes, Turbo Codes.

I. INTRODUCTION

With the crescent widespread of cellular networks, the performance evaluation of these systems in the presence of co-channel interference is an important theme that deserves consideration.

Co-channel interference refers to a contamination of an information signal by another undesired signal. This occurs when the radio communication antenna receiver picks up two or more signals that use the same network resources.

In the literature several papers evaluate the BER for different modulation schemes in the presence of co-channel interference and noise [1], [2], [3], [4]. However, in those papers error control coding was not included. Some other papers assess the BER using error control coding as an interference estimate or as a cancellation mechanism [5], [6].

In order to accomplish our goal, we extend the results of [1] by studying the effects of co-channel interference on networks that take advantage of error correcting codes. We assess the BER as a function of \(E_b/N_0\) for networks using convolutional and turbo codes with BPSK modulation in AWGN channels and in fading channels. For convolutional codes, theoretical expressions are also derived.

This paper is organized as follows: section II shows the system description, section III provides BER expressions to evaluate the network performance, section IV shows the results and finally, the conclusions are presented in section V.

II. SYSTEM DESCRIPTION

Consider the system of Fig. 1. The user transmits \(u_k\) random information bits, which assume \(±1\) with equal probability.

The information bits are encoded by a rate \(R = 1/2\) convolutional or turbo encoder and generate the encoded sequence, \(v_k\). The encoder output is multiplexed, and each one of the encoded bits are modulated by a BPSK modulator, generating the \(x_k\) sequence. The sequence \(x_k\) undergoes an ideal interleaving with infinity depth, generating at its output the sequence \(x_k\). The pair interleaving/deinterleaving aims to ensure the fading samples are uncorrelated. Finally, the sequence of bits is pulse shaped and then transmitted.

The low-pass equivalent of the target user transmitted signal is given by:

\[
 s_0(t) = \sum_{k=-\infty}^{\infty} A x_{0,k} p(t-k T_b) \quad (1)
\]

where \(p(t-k T_b)\) is the pulse format that satisfies the Nyquist criterion and has unitary energy, \(\int_0^{T_b} p^2(t-k T_b) = 1\), where \(T_b\) is the bit interval, \(R_b = 1/T_b\) is the bit rate and \(A\) is the amplitude.

There is a prevailing co-channel interferer whose transmitter performs the same procedure as the target user. Consequently, the low-pass equivalent of the interferer transmitted signal is given by:

\[
 s_1(t) = \sum_{k=-\infty}^{\infty} \alpha A x_{1,k} p(t-k T_s) \quad (2)
\]

where \(\alpha\) is an amplitude factor of the interferer, that is used to vary the signal-to-interference ratio.

Both signals \(s_0(t)\) and \(s_1(t)\) are transmitted through a slow fading channel. Thus, at the target user receiver, the low-pass equivalent of the received signal is given by:

\[
 r(t) = \rho_0(t) s_0(t) + \rho_1(t) s_1(t) + n(t) \quad (3)
\]
where $\rho_0(t)$ and $\rho_1(t)$ are random processes that represent the fading of target user and interferer, respectively. Both present Rayleigh PDF with unitary mean power, i.e. $E[\rho_0^2(t)] = E[\rho_1^2(t)] = 1$, $n(t)$ is the low-pass equivalent of the additive white gaussian noise with variance $\sigma^2 = N_0 R_b / 2$, where $N_0$ is the unilateral noise power spectral density. In case of no fading channel $\rho_0(t) = \rho_1(t) = 1$.

The average received energy per bit of target user is given by:

$$E_{b,0} = E[\rho_0^2(t) s_0^2(t)] = E[\rho_1^2(t)] E[ s_0^2(t)] = \rho_0^2 \int_0^{T_b} s_0(t) \, dt = \rho_0^2 A^2 T_b$$  

(4)

In the same fashion, the average received energy per bit of interferer is given by:

$$E_{b,1} = E[\rho_1^2(t) s_1^2(t)] = \rho_1^2 A^2 T_b$$  

(5)

Using coherent detection, the received signal passes through a matched filter with impulse response $p^c(-t)$. Supposing synchronism between the interferer and target user and considering no intersymbol interference at the bit time interval $(k-1)T_b \leq t \leq kT_b$, then the matched filter output sampled at $t = kT_b$ is given by:

$$y_k = A \rho_0, k x_{0,k} + \alpha A \rho_1, k x_{1,k} + n_k$$  

(6)

The receiver also considers a perfect channel estimator that obtains the fading amplitude at each bit time interval in order to be used at the decoding process. The received signal are decoded by the Viterbi algorithm for convolutional codes and by BCJR algorithm for turbo codes. Finally, an estimate of the transmitted bit $u_k$ is presented at the decoder output.

Without considering the noise in (6), the received signal instantaneous power is given by:

$$P = (A \rho_0, k x_{0,k} + \alpha A \rho_1, k x_{1,k})^2$$  

(7)

Thus, the received mean power is given by:

$$\overline{P} = A^2 E[\rho_0^2] E[x_0^2] + \alpha^2 A^2 E[\rho_1^2] E[x_1^2] + 2 \alpha A E[x_0 x_1] E[\rho_0 \rho_1]$$

where $E[x_0 x_1] = 0$, $E[\rho_0^2] = E[\rho_1^2] = 1$ and $E[x_0^2] = E[x_1^2] = P_x$ is the sequence mean power.

Therefore, the mean power is given by:

$$\overline{P} = A^2 P_x + \alpha^2 A^2 P_x$$  

(8)

where the target user mean power is $S = A^2 P_x$ and the interferer mean power is $I = \alpha^2 A^2 P_x$. As a consequence, the signal-to-interference ratio is given by:

$$\frac{S}{I} = \frac{A^2 P_x}{\alpha^2 A^2 P_x} = \frac{1}{\alpha^2}$$  

where $\alpha = 1/\sqrt{S/I}$ is the interferer amplitude factor.

### III. BER ANALYSIS

#### A. AWGN Channels

The BER for a BPSK modulation without interference is given by [7]:

$$P_b = Q \left( \frac{\sqrt{2 E_b}}{N_0} \right)$$  

(10)

where $E_b = A^2 T_b$ and $\sigma^2 = N_0 / 2 T_b$, for $A$ and $T_b$ given in (1). BER expressions for different interference scenarios were derived in [1]. It was also shown that the case with only one co-channel interferer is the most significant one to consider. In that case, the BER is given by:

$$P_b = \frac{1}{2} Q \left( 1 + \alpha \right) \sqrt{\frac{2 E_b}{N_0}} + \frac{1}{2} Q \left( 1 - \alpha \right) \sqrt{\frac{2 E_b}{N_0}}$$  

(11)

For convolutional codes, the BER upper bound in terms of the bit WEF (Weight Enumerating Function) was derived in [8]. The BER expression is given by:

$$P_b < \frac{\infty}{d = d_{free}} B_d Q \left( \sqrt{\frac{2 d R E_b}{N_0}} \right)$$  

(12)

where $d_{free}$ is the code free distance, $B_d$ are coefficients that represents the total number of nonzero information bits on all weight $d$ paths divided by the number of information bits and $R$ is the code rate.

For a channel with noise and one co-channel interferer, using the same methodology to obtain (11) and (12), we derive a BER upper bound for binary convolutional codes with BPSK modulation in the presence of co-channel interference. Thus, the BER upper bound is given by:

$$P_b < \sum_{d = d_{free}}^{\infty} B_d \left[ \frac{1}{2} Q \left( 1 + \alpha \right) \sqrt{\frac{2 d R E_b}{N_0}} \right] + \frac{1}{2} Q \left( 1 - \alpha \right) \sqrt{\frac{2 d R E_b}{N_0}}$$  

(13)

For turbo codes, theoretical expressions for the BER can be obtained by using the distance properties of the constituents convolutional codes and the interleaver characteristics. However, these expressions are tight just for high signal-to-noise ratios $(E_b/N_0)$ [8] but not for the “waterfall” region, where the fast performance increase of turbo codes is achieved. Therefore, only simulation results are shown to evaluate the performance of turbo codes.

#### B. Fading Channels

The average BER was also analysed in [7] and is given by:

$$P_b = \int_{0}^{\infty} Q \left( \rho_0 \sqrt{\frac{2 E_b}{N_0}} \right) p(\rho_0) \, d\rho_0$$  

(14)

where $\rho_0$ represents the fading. The average BER expression in (14) has a closed-form given by:
TABLE I
CONVOLUTIONAL CODE PARAMETERS

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Generator Matrix</td>
<td>[5,7]</td>
</tr>
<tr>
<td>Code Rate</td>
<td>$R_c = \frac{5}{7}$</td>
</tr>
<tr>
<td>Overall Constraint Length</td>
<td>3</td>
</tr>
<tr>
<td>$d_{free}$</td>
<td>5</td>
</tr>
<tr>
<td>Bit-Weight Enumerating Function</td>
<td>$B(x) = 2^x + 4x^6 + 12x^7 + 32x^8$</td>
</tr>
</tbody>
</table>

TABLE II
TURBO CODE PARAMETERS

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>RSC Parameters</td>
<td>$R_e = \frac{5}{7}$ G=[5,7]</td>
</tr>
<tr>
<td>Interleaver</td>
<td>Random $N = 1024$</td>
</tr>
<tr>
<td>Puncture</td>
<td>Half of Parity Bits</td>
</tr>
<tr>
<td>Iterations</td>
<td>8</td>
</tr>
</tbody>
</table>

$$P_b = \frac{1}{2} Q \left( 1 - \sqrt{\frac{E_b/N_0}{E_b/N_0 + 1}} \right)$$ \hspace{1cm} (15)

Performing the same procedure as [1] to obtain (10), we derive an expression for the average bit error rate in a fading channel by considering one co-channel interferer, that is given by:

$$P_b = \frac{1}{2} \int_{0}^{\infty} \int_{0}^{\infty} Q \left( \left( \rho_0 + \alpha \rho_1 \right) \sqrt{\frac{2E_b}{N_0}} \right) \left( \rho_0 - \rho_1 \right) \rho_1 \partial \rho_1 \partial \rho_0$$ \hspace{1cm} (16)

where $\rho_0$ and $\rho_1$ represent the fading of the target user and interferer, respectively. This expression has not a closed-form and needs to be assessed numerically.

For fading channels an average BER upper bound for convolutional codes in terms of the bit WEF was derived in [9] and is given by:

$$P_b < \sum_{d=d_{free}}^{\infty} B_d Q \left( \rho_0 \sqrt{\frac{2dRE_b}{N_0}} \right) p(\rho_0) \partial \rho_0$$ \hspace{1cm} (17)

For fading channels and one co-channel interferer, an expression using the same method to obtain (13) is not tight and a deeper analysis needs to be performed. Consequently, for this case just simulation results are presented.

The performance of turbo codes in fading channels and one co-channel interferer is also shown in the next section in simulation way.

IV. PERFORMANCE EVALUATION

The parameters of convolutional and turbo codes used in this paper are given in Tab. I and II, respectively.

Fig. 2 presents simulated results of BER as a function of $E_b/N_0$ for networks using convolutional codes in the presence of one co-channel interferer, for $S/I = 0, 3, 9, 24$ dB. For $S/I = 0$ dB there is a BER floor as for uncoded networks and the system performance can not be improved even increasing $E_b/N_0$. For $S/I = 3, 9$ dB we observe that BER decreases with $E_b/N_0$ with a cost of some dBs in relation to the free interference case. When $S/I = 24$ dB the case of no interference is achieved and so this happens for any $S/I > 24$. We also plot the results of an uncoded network with BPSK modulation in the presence of one interferer for comparison purposes.

Fig. 3 shows a comparison between the simulation results and the upper bound obtained in (13). In the case of no interference, there is a degradation of less than 1 dB for a BER of $1 \times 10^{-5}$, when comparing the upper bound with simulation results. In the presence of interference, the upper bound degradation is about 2 dB. The upper bound is not very tight for low $E_b/N_0$, but for high $E_b/N_0$ and $S/I$ it asymptotically merges with the simulation results.

Fig. 4 presents the simulated BER as a function of $E_b/N_0$...
for networks using turbo codes, for $S/I = 0, 3, 9, 24$ dB. For $S/I = 0$ dB there is a BER floor, like in the uncoded networks. For $S/I = 3, 9$ dB we observe that the BER decreases rapidly at the cost of some dBs in relation to the free interference case. For $S/I = 24$ dB the case of no interference is achieved and so this happens for any $S/I > 24$ dB. For comparison purposes, we also plot the results of an uncoded network.

Using convolutional and turbo codes, for $S/I = 24$ and $S/I = 0$, we have observed the same behavior in relation to uncoded systems. For $S/I = 24$ the behavior is equivalent to a system without interference and for $S/I = 0$ there is a BER floor equal to $1/4$, that is shown in [1] for BPSK modulation.

Using simulation, Fig. 5 and 6 show the BER of convolutional and turbo codes, respectively as a function of mean $E_b/N_0$ by considering Rayleigh fading channel and co-channel interference. These figures also show the BPSK modulation performance, which presents a BER floor for any $S/I$.

Fig. 5 presents simulated results for a network using convolutional codes for $S/I = 0, 6, 12, 24$ dB. As for uncoded networks in AWGN channels, for $S/I = 0$ dB there is a BER floor. For $S/I = 6$ dB we observe another BER floor that is lower in comparison with the uncoded case. For $S/I = 12$ dB the BER is improved and a BER floor is not observed until $1 \times 10^{-5}$. For $S/I \geq 24$ dB the case of no interference is approximately achieved for $\text{BER} \geq 1 \times 10^{-5}$, but a floor is expected for lower BER.

Fig. 6 presents the results for networks using the turbo codes for $S/I = 0, 6, 12, 24$ dB. Again, for $S/I = 0$ dB there is a BER floor and for $S/I \geq 24$ the no interference behavior is approximately achieved. For $S/I = 6, 12$ dB have good performance, although there is a floor for lower BER.

**V. CONCLUSIONS**

Due to the channel coding, the presented curves show that good coding gains and diversity are obtained even for low $S/I$ values. Thus, we have proved the effectiveness of error correcting codes in order to mitigate the co-channel interference.

At a cost of higher complexity, turbo codes are more robust to co-channel interference, and present better performance when compared with convolutional codes. Turbo codes present "waterfall" performance even in channels with co-channel interference.

It is important to emphasize that networks in fading channels with co-channel interference presents BER floors, that can be lowered but not eliminated by convolutional or turbo codes. Future work could be interesting in obtaining expressions for fading channels and in assessing high spectral efficiency networks.
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